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Problem Setting

● Problem Formulation: 
○ Given the look-back window (X1 ,…, Xh) ∈ Rh x m with length h, the 

goal is to forecast the values of the next k steps (Xh+1 ,…, Xh+k) ∈ Rk x 

m 



Introduction
Deep Time Series Forecasting - State of the Art

Transformer RNN TCN

● Recent efforts focus on designing advanced deep architectures
● Stacking a series of non-linear layers + a regression layers
● Jointly learning these layers end-to-end



Joint Learning for Time Series Forecasting
● Problems associated with joint learning: 

○ Can lead to overfitting
○ Captures spurious correlations of the unpredictable noise contained in the observed data
○ Entangled representations

Distribution shift over 
seasonal module

● Time series - local independent modules of season and 
trend, distribution shifts occurs to local components.

● If we learn an entangled representation, it is challenging 
to handle distribution shift.

What is the problem with entangled representations?



Goal

Can we directly learn disentangled representations for time series 
forecasting task?



Causal Interpretation for Disentangled Representation 
Learning for Time Series

● Introduce structural priors inspired by seasonal-trend 
decomposition
○ X is generated by error E and error-free latent variable X*

○ X* is generated by season S and trend T

● Merits:
○ Learn the error-free latent variable X* to avoid capturing 

spurious correlation
○ Learn the seasonal and trend two independent 

module, enhance transferability in non-stationary 
environment



Disentangled Representation Learning for Time Series

● Key idea: Construct a proxy contrastive 
learning  objective to learn X*

○ Error E does not influence P(X*|T, S)

○ Use data augmentations as interventions 
on the error E and learn invariant 
representations of T and S via contrastive 
learning



● Goal: given look-back window h, learn the disentangled seasonal-trend representations 
for each time steps

Seasonal-Trend Contrastive Learning Framework

Representations:

Objective:



Trend Feature Disentangler

● Key Idea: 
○ Extract the trend 

representations via a 
mixture of autoregressive 
expert

○ Learn it via a time domain 
contrastive loss



Seasonal Feature Disentangler 

● Key Idea:
○ Turn to the frequency domain to 

handle the learning of seasonal 
representations inspired by the 
spectral analysis

● Implementation
○ Incorporate a learnable Fourier 

layer to uncover intra-frequency 
interactions

○ Develop a frequency domain 
contrastive loss w.r.t. amplitude and 
phase 



Experiments

- Beat the best performing 
end-to-end forecasting 
approach by 39.3% and 
18.22% (MSE) in the 
multivariate and univariate 
settings

- CoST also beat next best 
performing feature-based 
approach by 21.3% and 
4.71% (MSE) in the 
multivariate and univariate 
settings respectively



Ablation Study



Ablation Study

CoST is robust to various backbones and regressors!



T-SNE Visualizations



Thank You

Code is available at: https://github.com/salesforce/CoST


